Multi-wavelength elemental contrast absorption imaging
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Abstract: We report experimental demonstrations of a quantitative technique for elemental mapping. The technique operates in full-field imaging mode and uses three intensity measurements at energies across an absorption edge of an element of interest to obtain its elemental distribution. The experimental results show that the technique can overcome some limitations in the conventional Absorption Edge Contrast Imaging. The technique allows for an accurate determination of the elemental distribution in a compound sample even at a low level of percentage composition. It is also robust to the choice of energy intervals.
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1. Introduction

The spatial distribution of individual elements in compound samples are the subject of extensive interest in many fields including materials science and engineering [1,2], mineralogy [3], nanoelectronics [4], and biosciences [5]. The use of X-rays, compared to other forms of radiation, in determining the elemental distribution in a compound sample has the advantage of providing three-dimensional information with relatively low radiation damage, high resolution, and high penetration depth. Elemental contrast can be obtained by an analysis of characteristic peaks in the induced fluorescent x-ray spectra, or by measuring transmission through a sample at energies characteristic of various elements. While detectors with both spatial and energy resolution exist, they currently have large pixel sizes and are relatively expensive. To obtain high spatial resolution with elemental sensitivity, typically either a small probe beam is scanned across a sample or the energy of an illuminating beam is varied. Such scanning based techniques can be a laborious process with millions of individual points needing to be scanned.

The most common X-ray full-field imaging technique with elemental mapping capability is the so called Absorption-Edge Contrast Imaging [5,6]. Here the contrast of an element of interest in a compound sample is obtained by normalising the intensities measured at two energies above and below an absorption edge of a given element. This technique can produce useful quantitative data for highly absorbing samples imaged in the near field region. However, several conditions exist under which quantitative data cannot be obtained. In particular, when the energy interval between the two energies is large or when the percentage composition of the element in a compound sample is low.

We recently proposed a technique to obtain spatial distributions of specific elements in a compound sample named Multi-Wavelength Elemental Contrast Phase Imaging [7]. The tech-
technique involves a normalisation of intensities measured at three different energies across an absorption edge of the element of interest. This technique can be applied to most existing x-ray phase retrieval imaging techniques such as Coherent Diffractive Imaging (CDI) [8, 9], Fresnel Coherent Diffractive Imaging (FCDI) [10–14], Transport of Intensity Equation (TIE) [15, 16], or Contrast Transfer Function (CTF) [17, 18].

In this paper, we apply the idea of the normalization process using three energies made in [7] to the absorption domain. The technique is called Multi-Wavelength Elemental Contrast Absorption Imaging (MWECAI) and is particularly useful for absorbing samples. We show that the MWECAI technique can achieve quantitative elemental specific information about compound samples, even at low percentage compositions and where large energy intervals are used.

2. The Multi-wavelength elemental contrast absorption technique

Consider three spatially resolved measurements of intensity transmitted through a sample at energies, \( E - \Delta E \), \( E \), and \( E + \Delta E \) in the vicinity of an absorption edge of an element of interest. Assume that the absorption edge is in between \( E \) and \( E + \Delta E \). It should be noted that the theoretical derivation described in this section is also valid when the absorption edge is in between \( E - \Delta E \) and \( E \). The absorption of the compound sample at an energy, \( E \), can be defined as

\[
A_E (r) = - \ln \left[ \frac{I_E (r)}{I_{0,E} (r)} \right] = \left[ \left( \frac{\mu}{\rho} \right)_{e,E} \rho_e T_e (r) + \sum_j \left( \frac{\mu}{\rho} \right)_{j,E} \rho_j T_j (r) \right],
\]

(1)

where \( r \equiv (x,y) \) is the 2D position vector in the transverse plane; \( I_{0,E} (r) \) and \( I_E (r) \) are the incident and attenuated intensities at energy \( E \), in that order; \( \rho_e \), \( \left( \frac{\mu}{\rho} \right)_{e,E} \), and \( T_e (r) \) are the volume density, the mass attenuation coefficient at energy \( E \), and the thickness of the element of interest. The sum over the subscript \( j \) is for all elements other than the element of interest with in the sample. There is an inherent ambiguity between the density and the thickness of an element in a compound sample. Generally, the product is the quantity of interest although we may resolve the components into bulk density and effective thickness or reduced density and actual thickness depending on the type of sample.

The normalized Multi-Wavelength Elemental Contrast Absorption (MWECAI) can be defined as

\[
\Delta_{MWECAI} A (r) \equiv A_{E+\Delta E} (r) + A_{E-\Delta E} (r) - 2A_E (r),
\]

(2)

and the corresponding normalised mass attenuation coefficients are

\[
\Delta \left( \frac{\mu}{\rho} \right)_{e,E+\Delta E} \equiv \left( \frac{\mu}{\rho} \right)_{e,E} + \left( \frac{\mu}{\rho} \right)_{e,E-\Delta E} - 2 \left( \frac{\mu}{\rho} \right)_{e,E},
\]

and

\[
\Delta \left( \frac{\mu}{\rho} \right)_{j,E+\Delta E} \equiv \left( \frac{\mu}{\rho} \right)_{j,E-\Delta E} + \left( \frac{\mu}{\rho} \right)_{j,E-\Delta E} - 2 \left( \frac{\mu}{\rho} \right)_{j,E}.
\]

The normalisation in Eq. (2) can be expressed as

\[
\Delta_{MWECAI} A (r) = [\rho_e T_e (r)] \Delta \left( \frac{\mu}{\rho} \right)_{e} + \sum_j [\rho_j T_j (r)] \Delta \left( \frac{\mu}{\rho} \right)_{j}
\]

\[
= \Delta A_e (r) + \Delta A_{residue} (r),
\]

(3)

where \( \Delta A_e (r) \) represents the contrast due to the presence of the element of interest and \( \Delta A_{residue} \) represents the net residue term due to the presence of all other elements in a sample. However,
if the absorption edges of all elements in the sample, other than the element of interest, are not in the vicinity of the small energy interval \([E - \Delta E, E + \Delta E]\) then their attenuation coefficients, to a good approximation, vary linearly within the energy interval. Under this condition, \(\Delta \left( \frac{\mu}{\rho} \right)_j\) approaches zero and, as a consequence, the normalized absorption is a good approximation of the distribution of the element of interest in the sample,

\[
\Delta_{\text{MW ECA}}(r) \approx \Delta A_e(r).
\]

Thus the projected thickness of the element can be approximately obtained as

\[
T_{e,\text{MW ECA}}(r) \approx \frac{\Delta_{\text{MW ECA}}(r)}{\rho_e \Delta \left( \frac{\mu}{\rho} \right)_e}.
\]

The percentage approximation error involved in using Eq. (4) is

\[
\text{Err}_{\text{MW ECA}}(r) \equiv \frac{\Delta A_{\text{residue}}(r)}{\Delta A_e(r)} \times 100\%,
\]

which is small. In regions where the element of interest is not present, the normalised absorption is expected to be zero and the error should be better expressed as a simple residue.

In order to highlight the sensitivity of the technique, we compare Eq. (3) and (6) with their equivalents using the conventional absorption edge contrast technique [5, 6]. Defining the normalized absorption in the conventional absorption edge contrast technique as

\[
\Delta_{\text{conv}}A(r) \equiv A_{E + \Delta E}(r) - A_E(r),
\]

the corresponding normalized mass attenuation coefficients are

\[
\Delta_{\text{conv}} \left( \frac{\mu}{\rho} \right)_e \equiv \left( \frac{\mu}{\rho} \right)_{e,E + \Delta E} - \left( \frac{\mu}{\rho} \right)_{e,E},
\]

and

\[
\Delta_{\text{conv}} \left( \frac{\mu}{\rho} \right)_j \equiv \left( \frac{\mu}{\rho} \right)_{j,E + \Delta E} - \left( \frac{\mu}{\rho} \right)_{j,E}.
\]

Using Eq. (1) we can rewrite Eq. (7) as

\[
\Delta_{\text{conv}}A(r) = \rho_e T_e(r) \Delta_{\text{conv}} \left( \frac{\mu}{\rho} \right)_e + \sum_j \rho_j T_j(r) \Delta_{\text{conv}} \left( \frac{\mu}{\rho} \right)_j
\]

\[
= \Delta_{\text{conv}} A_e(r) + \Delta_{\text{conv}} A_{\text{residue}}(r).
\]

The conventional technique relies on the assumption that the term \(\Delta_{\text{conv}} A_{\text{residue}}(r)\) is small except for cases where \(\rho_e T_e(r) < < \rho_j T_j(r)\) so that

\[
\Delta_{\text{conv}}A(r) \approx \Delta_{\text{conv}} A_e(r),
\]

hence the thickness of the element can be obtained as

\[
T_{e,\text{conv}}(r) = \frac{\Delta_{\text{conv}}A(r)}{\rho_e \Delta \left( \frac{\mu}{\rho} \right)_e}.
\]
and the percentage approximation error involved in Eq. (9) is therefore:

$$Err_{conv}(r) = \frac{\Delta_{conv}A_{residue}(r)}{\Delta_{conv}A_e(r)} \times 100\% .$$  \hspace{1cm} (11)

To first order, $\Delta_{conv}\left(\mu/\rho\right)_e$ is the difference in the mass attenuation coefficients across the absorption edge of the element of interest and $\Delta_{conv}\left(\mu/\rho\right)_j$ is proportional to the energy separation $\Delta E$. Since $\Delta E$ has a practical lower bound of a few 10 eVs, $Err_{conv}(r)$ can be significant when $\sum_j \rho_j T_j(r) \geq \rho_e T_e(r)$.

The percentage composition of the element of interest in the compound sample can be defined as

$$C(r) = \frac{\rho_e T_e(r)}{\rho_e T_e(r) + \sum_j \rho_j T_j(r)} \times 100\% .$$  \hspace{1cm} (12)

The effect of $C$ and $\Delta E$ on the approximation errors for the conventional and the MWECAI techniques can be modelled. Figure 1 shows the prediction of the approximation errors $Err_{MWECAI}$ and $Err_{conv}$ as defined in Eq. (6) and Eq. (11), respectively, for a sample consisting of copper (the element of interest) and gold (other elements). While differences are to be expected with varying choices for elements and energy separation we find that the general trend of the curve is generic to a very wide range of choices. Compared to the error involved using the conventional technique (Fig. 1(b)), the error involved in using the MWECAI technique (Fig. 1(a)) is small over wide ranges of both the percentage compositions for the element of interest and the energy separations. In fact, in the absence of statistical noise, $Err_{MWECAI}$ is about two orders of magnitude less than $Err_{conv}$. Figure 2 shows a 1D comparison of the errors using data extracted from Fig. 1(a) and Fig. 1(b) at $\Delta E = 60$ eV. It is obvious from Fig. 2 that even at low levels of percentage composition ($\sim 1\%$) the MWECAI technique can still achieve good quantitative results ($Err_{MWECAI} < 1\%$), whereas the conventional technique becomes seriously limited ($Err_{conv} \approx 120\%$). The calculations shown in Fig. 1 and Fig. 2 are based on known values for the mass attenuation coefficients [19].

3. Experimental demonstrations

We demonstrate the advantage of the technique using results from two experiments. The first experiment aimed to demonstrate the sensitivity of the MWECAI technique as a function of the percentage composition of an element of interest in a compound sample. The second experiment aimed to investigate the sensitivity of the MWECAI technique as a function of the energy gap, $\Delta E$, between the measurements.

3.1. Percentage approximation errors as functions of the percentage composition of an element of interest in a compound sample

The first experiment was conducted at the SAXS-WAXS beamline of the Australian Synchrotron. We used two compound samples, each consisted of two partially overlapping layers of Cu and Au of similar lateral dimension 100 $\mu m \times 200$ $\mu m$ though the thickness varied between the samples. For the first sample (Fig. 3(a)), the thicknesses of both the Cu and the Au layers were 100 nm. For the second sample (Fig. 4(a)), the thicknesses of the Cu and the Au layers were 100nm and 1.8$\mu m$, in that order. The nominal bulk densities of Cu and Au are 8.94 g cm$^{-3}$ and 18.85 g cm$^{-3}$, respectively [19]. The percentage composition of Cu in the overlapping regions of the samples calculated using Eq. (12) is 32.17% for first sample and 2.57% for the second sample.
A CCD detector of 2048 × 2048 pixels coupled with a scintillator was used to measure the intensity at a propagation distance of 120 mm ± 2 mm from the samples. This propagation distance was the shortest possible due to the geometry of the sample stage and the detector used in the experiment.

The physical pixel size of the CCD was 13.5 μm, and with the use of a 10X magnification lens, the effective pixel size was 1.35 μm. This was confirmed by calibrating the displacement of a feature in the measured images of the sample against the positions of the detector stage.

The copper K-edge was calibrated to be 8985 eV ± 2 eV relative to the energy determined by the angular position of the beamline monochromator [20]. Two ion chambers were placed...
upstream and downstream of a Cu foil. These chambers were used to record the incident and transmitted intensity of the x-ray beam. The energy was scanned in a 1 eV step from in 8.75 keV to 9.15 keV to calibrate the K-edge of Cu.

Intensity measurements were carried out at 8910 eV, 8970 eV, and 9030 eV. The measurements were repeated 50 times to reduce statistical noise. Figure 3(b) and Fig. 4(b) show typical intensities as measured at 9030 eV of the first and the second samples, in that order.

For both samples, the contrast due to the presence of Cu was determined by applying both the MWCAI (Eq. (3)) and the conventional techniques (Eq. (8)). Assuming bulk density in Cu, the projected thicknesses, \( T_{Cu}(r) \), of Cu in the two samples was determined by using Eq. (5) and Eq. (10) for the MWCAI and the conventional techniques, respectively. The 2D results for the projected thickness for both samples processed using of the conventional technique are shown in Fig. 3(c) and Fig. 4(c). The corresponding results for the MWCAI technique are shown in Fig. 3(d) and Fig. 4(d). One-dimensional comparisons of the projected thicknesses...
Table 1. Thickness of Cu obtained by the two techniques for the two samples for the regions labeled in Fig. 3 and Fig. 4

<table>
<thead>
<tr>
<th>Samples</th>
<th>Average thickness</th>
<th>( r \in A_1 )</th>
<th>( r \in A_2 )</th>
<th>( r \in A_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample 1</td>
<td>( T_{e,\text{conv}} )</td>
<td>2 nm ± 2 nm</td>
<td>100 nm ± 2 nm</td>
<td>100 nm ± 2 nm</td>
</tr>
<tr>
<td></td>
<td>( T_{e,\text{MWECA}} )</td>
<td>2 nm ± 2 nm</td>
<td>100 nm ± 2 nm</td>
<td>100 nm ± 2 nm</td>
</tr>
<tr>
<td>Sample 2</td>
<td>( T_{e,\text{conv}} )</td>
<td>-48 nm ± 5 nm</td>
<td>54 nm ± 5 nm</td>
<td>102 nm ± 4 nm</td>
</tr>
<tr>
<td></td>
<td>( T_{e,\text{MWECA}} )</td>
<td>-4 nm ± 5 nm</td>
<td>105 nm ± 8 nm</td>
<td>102 nm ± 4 nm</td>
</tr>
</tbody>
</table>

obtained using both techniques are shown in Fig. 3(e) and Fig. 4(e), for the first and the second samples, in that order. The 1D data were extracted along the dashed-line shown in panels (c) and (d) of Fig. 3 and Fig. 4.

The uncertainty of the local projected thickness of copper (Fig. 3 and Fig. 4) consists of several components which include accuracy of the tabulated values for \( \mu / \rho \) and signal to noise in measurements. The error term due to signal to noise in the MWECAI technique will be larger than that in the conventional method as more intensity measurements are used to construct the result in the MWECAI technique. The uncertainty involved in the normalization process of the MWECAI technique is about \( \sqrt{2} \) of that of the conventional technique. To better compare the accuracy of the two methods (rather than the uncertainty in their result) the plots in Fig. 3(e) and Fig. 4(e) were the profiles along the dashed-lines (in Fig. 3(c) and Fig. 3(d), and Fig. 4(c), Fig. 4(d) averaged from the bottom-edge to the top-edge of the entire samples. Therefore the noise in the plots (shown in Fig. 3(e) and Fig. 4(e)) is small as the signal to noise is improved by the averages.

The average thicknesses of Cu in regions (A1, A2 and A3) is shown in Table 1. The uncertainties in the average thicknesses of copper listed in table 1 were represented by the standard deviations of the local thickness of copper in the appropriate regions calculated from the plots in Fig. 3(e) and Fig. 4(e).

As shown in Fig. 3(e) and Fig. 4(e), both techniques achieved accurate determination of the projected thicknesses of Cu in the regions where the percentage composition of Cu is high (region A3 of both samples and region A2 of the first sample). This thickness was verified using Atomic Force Microscopy and was also consistent with nominal thickness predicted using the fabrication parameters. In fact, both techniques appear to be accurate in region A1 of Sample 1 where background noise dominates as there is no element of interest and very little residue elements.

When the percentage composition of Cu is low (region A1 of both samples and region A2 of the second sample), we expect only the MWECAI technique to be accurate. Our expectation is true in regions A1 and A2 of the second sample. In fact, in region A2 of Sample 2, the conventional technique becomes significantly limited \( \text{Err}_{\text{conv}}(A_2) \approx 46\% \). In contrast, the error in the MWECAI technique is negligible \( \text{Err}_{\text{MWECAI}}(A_2) \approx 2\% \), which is similar to the noise level in the normalised absorption. In addition, in region A1 of Sample 2 the conventional technique produces a non physical result for the normalised absorption and hence the projected thickness. The effectiveness of both techniques as discussed in these cases is consistent with the prediction shown in Fig. 2.

We note that diffraction fringes can be observed at the edges of the sample in the measured intensities as shown in Fig. 3(b) and Fig. 4(b). However, these fringes are canceled out after the normalisations using either the conventional or the MWECAI techniques as shown in Fig. 3(c), Fig. 4(c) and Fig. 3(d), Fig. 4(d) respectively. The cancellation of these fringes allows for the application of the absorption based technique described in this work. One could also use a phase-based technique which can handle absorbing samples to analyse the results. However, a
detailed discussion about a phase-base analysis is beyond the scope of this work.

Finally, it should be noted that the mass attenuation coefficients \( (\mu/\rho) \) at the three energies were linearly interpolated using tabulated values from a NIST database [19]. The tabulated \( (\mu/\rho) \) were calculated using independent particle and isolated atom approximations and therefore did not include atomic fine structure. This leads to a small error (a few percent) in the final result of the projected thickness of the Copper. This could be avoided by using an experimentally determined set of \( (\mu/\rho) \) which is calibrated on both absorption and energy scales such as [21, 22].

3.2. Percentage approximation errors as functions of energy interval

The MWECAl technique also overcomes a limitation of the conventional technique in that it is robust to using enough large energy intervals.

The second experiment was conducted at Beam-line 2-BM of the Advanced Photon Source. The attenuated and incident intensities were measured with and without a compound sample intercepting the beam. The detector was a CCD with 2048 × 2048 pixels coupled with scintillator, and located at 7 mm behind the sample plane. The CCD pixel size was calibrated against the positions recorded from its positioning motors to be 1.5 \( \mu \text{m} \). The sample was constructed using two metal meshes overlaying each other. The metal meshes are arrays of square cells made of Cu and Ni respectively. The hole square cells are 97 \( \mu \text{m} \), and each metal bar is about 10 \( \mu \text{m} \) thick and 28 \( \mu \text{m} \) wide. The density of Ni is 8.876 g cm\(^{-3}\) and the density of Cu is 8.940 g cm\(^{-3}\) [19]. Therefore, the percentage composition of Cu in this sample is 50.2%.

The incident beam was monochromatised by a Si (111) monochromator, and was tuned to energies across the Cu K-edge. The position of the Cu K-edge was determined to be 8980 ± 2 eV by a similar setup to that used in the previous experiment. The measured absorption edge is shown in Fig. 5.

![Fig. 5. Left image shows an measured absorption edge of Cu. The red-star-symbols indicate energies at which the intensity measurements were measured. The dashed lines shows a particular set of 3 intensity measurements for the MWECAl technique; here 8780 eV, 8960 eV and 9140 eV. The two intensity measurements at energies of 8960 eV and 9140 eV are used for the conventional technique.](image)

Intensity measurements were carried out at twenty energies ranging from 8760 eV to 9140 eV (i.e. 8760 eV + m × 20 eV, where m = 1..20). In other words, the energy separation between any
two adjacent intensity measurements was 20 eV. 20 red-star-points indicated on the measured absorption curve is shown Fig. 5. Those intensity measurements were repeated three times to reduce statistical noise. At each energy, the normalized absorption was calculated from the measured intensities using Eq. (1) and the results at the energies of 8960 eV and 9140 eV are shown in Fig. 6(a) and Fig. 6(b), in that order.

Fig. 6. (a) Net absorption functions of the compound sample calculated from corresponding intensities measured at energies of 8960 eV; and (b) 9140 eV.

Fig. 7. (a) Projected thickness of Cu as obtained by the MWECAI technique; and (c) the conventional technique. (b) The line plots along the dashed-lines shown in (a) and (c) are the thicknesses obtained by the MWECAI; and (d) the conventional techniques, respectively.

The projected thicknesses of Cu were obtained by applying the MWECAI and the conventional Absorption Edge Contrast techniques as discussed previously and the results are shown in Fig. 7(a) and Fig. 7(c), in that order. In this results we have averaged the measured intensity
resulting in a net spatial resolution of 6 μm. The 1D profiles along the dashed lines of Fig. 7(a) and Fig. 7(c) are shown in Fig. 7(b) and Fig. 7(d), respectively. It is observed from these figures that, while the residue of Ni is removed cleanly using the MWECAI technique (Fig. 7(b)), there is a significant residue remaining after the normalisation process using the conventional technique as shown in the central region of Fig. 7(d).

The effect of the energy separation on the percentage approximation errors using the two techniques was quantified by comparing the values of $\text{Err}_{\text{conv}}$ and $\text{Err}_{\text{MWECAI}}$ against the energy separations. In the region of Cu and Ni overlap the net transmission was too low to provide any useful data. However we can still evaluate the effectiveness of the normalisation techniques by calculating the percentage approximation errors using the residue of Ni ($\Delta A_{\text{residue}}$ in region A) and the normalised absorption of Cu ($\Delta A_e$ in region B). Those values were averaged within the regions and they are indicated as small rectangles A and B in Fig. 7(a) and Fig. 7(c). The experimental results are also shown in Fig. 8, where the mean energy $E$ was fixed at 8960 eV and the experimental error bars were estimated as the standard deviation of the ratios obtained within the averaging regions. The corresponding theoretical predictions are also calculated based on known values for mass attenuation coefficients for Cu and Ni [19], as shown in Fig. 8. It is observed that there is excellent agreement between the experimental results and the theoretical prediction. In particular from Fig. 8, the percentage error for the conventional technique increases significantly when the energy interval increases, whereas that for the MWECAI technique remains relatively small. The discontinuity observed at 80 eV in Fig. 8 was due to a discontinuity in the tabulated values of the mass attenuation coefficient ($\mu/\rho$) [19].

In addition, despite the high percentage composition of Cu in this sample (∼50.2%), the MWECAI technique still achieves a much better quantitative reconstruction of the thickness of Cu over the entire range of energy separation. This result confirms that the MWECAI technique is robust to the choice of energy intervals. This advantage could be explored further to

![Graph](image-url)
investigate the possibility of applying the MWECAI to polychromatic imaging.

4. Conclusion

We have experimentally demonstrated the MWECAI technique in determining the spatial distribution of Cu in compound samples. The technique operates in full-field imaging mode and therefore is much simpler and more effective than scanning based techniques such as STXM fluorescence microscopy. Our technique can achieve correct quantitative reconstruction of the projected thickness ($\rho T$) of an element of interest in a compound sample even at a low level of a few percentage composition or large energy separations ($\sim 100$ eV).

The technique has particular application where transmission measurements are required and where the incident energy may be readily varied, such as at a synchrotron source.
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