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Abstract—A self-organizing framework for object recognition is described. We describe a hierarchical database structure for image retrieval. The Self-Organizing Hierarchical Optimal Subspace Learning and Inference Framework (SHOSLIF) system uses the theories of optimal linear projection for automatic optimal feature derivation and a hierarchical structure to achieve a logarithmic retrieval complexity. A Space-Tessellation Tree is automatically generated using the Most Expressive Features (MEFs) and the Most Discriminating Features (MDFs) at each level of the tree. The major characteristics of the proposed hierarchical discriminant analysis include: 1) avoiding the limitation of global linear features (hyperplanes as separators) by deriving a recursively better-fitted set of features for each of the recursively subdivided sets of training samples; 2) generating a smaller tree whose cell boundaries separate the samples along the class boundaries better than the principal component analysis, thereby giving a better generalization capability (i.e., better recognition rate in a disjoint test); 3) accelerating the retrieval using a tree structure for data pruning, utilizing a different set of discriminant features at each level of the tree. We allow for perturbations in the size and position of objects in the images through learning. We demonstrate the technique on a large image database of widely varying real-world objects taken in natural settings, and show the applicability of the approach for variability in position, size, and 3D orientation. This paper concentrates on the hierarchical partitioning of the feature spaces.

Index Terms—Principal component analysis, discriminant analysis, hierarchical image database, image retrieval, tessellation, partitioning, object recognition, face recognition, complexity with large image databases.

1 INTRODUCTION

A CENTRAL task in computer vision module is the recognition of objects from various images of the environment where the machine is found [1].

Model-based object recognition is the domain where a model exists for every object in the recognition system’s universe of discourse. The research emphasis in this paradigm has historically been on the design of efficient matching algorithms from a manually designed feature set with hand-crafted shape rules [2], [3], [4], [5].

Manually designing a feature set is appealing because such a feature set is very efficient. When designed properly, a very small number of parameters for each of the objects is sufficient to capture the distinguishing characteristics among the objects to be recognized. This premeditated efficiency is bitter sweet, however, in that generalization of the features to objects other than those for which they were designed is usually impossible. For example, parameters painstakingly tuned to efficiently discriminate between persons based on intereye distance will be useless in differentiating a car from a fire hydrant.

An alternative to hand-crafting features is the self-organizing approach, in which the machine will automatically derive what features to use and how to organize the knowledge structure such as the work of the Cresceptron [6] and eigenfaces [7] for view-based recognition. In this framework, the recognition phase of the system is preceded by a learning phase. The learning phase focuses on the methods by which the system can automatically organize itself for the task of object recognition, giving it a wide range of generality [8], [9]. Self-organizing object recognition systems are open-ended, allowing them to learn and improve continuously [10]. A large amount of work has been published in the domain of adaptation and learning using networks (e.g., [11], [12]).

Allowing the system to organize itself, however, raises some important efficiency issues. The first one is the feature selection issue. If the sample distribution is known, adding more features always produces better results (or at least not worse results) if the Bayesian estimation is used. However, typically these distributions are not known or too computationally expensive to estimate adequately. The result is the “curse of dimensionality”—more features do not necessarily imply a better classification success rate. For example, the principal component analysis (LPA), also known as the Karhunen-Loève projection and “eigenfeatures,” has been used for face recognition [13], [7] and lip reading [14] among others. An eigenfeature, however, may represent aspects of the imaging process which are unrelated to recognition (for example, the illumination direction). An increase or decrease in the number of eigenfeatures that are used does not necessarily lead to an improved success rate.

The second issue is how the system should organize itself. Given a k-dimensional feature space with n objects, a linear search is impractical since each recognition probe requires O(n) computations.
So how does a self-organizing system automatically find the most useful features in the images? How can this be done without restricting the domain to which the system will be applicable? How can the system learn and recognize a huge number of objects (say a few million) without slowing the process down to a crawl? The work described here addresses these crucial issues. We discuss how to automatically find the most discriminating features for object recognition and how a hierarchy can be utilized to achieve a very low computational complexity in the retrieval phase. Our goals in this regard include the hierarchical decomposition of a large, complex problem into smaller, simpler problems. From a feature space tessellation standpoint, this involves the decomposition of a highly complex problem with nonlinear boundaries into simpler, smaller, linearly separable problems. At the same time, this hierarchical organization provides for an efficient retrieval mechanism, and produces approximately an $O(\log n)$ algorithm for image retrieval. To find a class to which a test probe belongs is typically a linear algorithm in the number of database items. The SHOSLIF-O uses the hierarchy that decomposes the problem into manageable pieces to provide approximately an $O(\log n)$ time complexity for an image retrieval from a database of $n$ objects.

The SHOSLIF tree shares many common characteristics with the well known tree classifiers and the regression trees in the mathematics community [15], the hierarchical clustering techniques in the pattern recognition community [16], [17] and the decision trees or induction trees in the machine learning community [18]. The major differences between the SHOSLIF tree and those traditional trees are the automatic derivation of features and the direct computation of the most discriminating features at each internal node. SHOSLIF automatically derives features directly from training images, while all the traditional trees work on a human pre-selected set of features. This point is very crucial for the completeness of our representation. In addition, the traditional trees either search for a partition of the corresponding samples to minimize a cost function at each internal node (e.g., ID3 [18] and clustering trees [17]), or simply select one of the remaining unused features as the splitter (e.g., the $k-d$ tree) [19]. The first option results in an exponential complexity that is far too computationally expensive for learning from high-dimensional input like images. The second option implies selecting each pixel as a feature, which simply does not work for image inputs (in the statistics literature, it generates what is called a dishonest tree [15]). The SHOSLIF directly computes the most discriminating features (MDF), using the Fisher’s multiclass, multidimensional linear discriminant analysis [20], [21], [22], for recursive space partitioning at each internal node.

The SHOSLIF uses a tree structure to organize search hierarchically. The publications on decision trees is extremely rich. The reader is referred to some survey articles [23], [24], [25]. Decision trees have been traditionally used for making decisions in a vector space of a relatively low dimensionality, where each dimension corresponds to a human-defined feature [26]. Univariate trees (where each decision node uses only one feature component) have been used most frequently. However, oblique trees (where each decision node uses a linear combination of feature components) have been proposed quite early [27], [28]. In the work presented here, we apply a new hierarchical statistical partition scheme directly to samples in the image space, resulting in an oblique tree structure. In so doing, we face new problems that are not present in classical pattern recognition methods. These problems are caused by the high dimensionality of the image space and the number of samples, which is typically much smaller than the dimensionality. In this paper, we will present how SHOSLIF automatically finds desired hierarchical subspaces from such a high-dimensional image space.

In this work, we require “well-framed” images as input for training and query-by-example test probes, as in [13], [29]. By well-framed images we mean that only a small variation in the size, position, and orientation of the objects in the images is allowed. The automatic selection of well-framed images is an unsolved problem in general. Techniques have been proposed to produce these types of images, using, for example, pixel-to-pixel search [7], hierarchical coarse-to-fine search [6], or genetic algorithm search [30]. This reliance on well-framed images is a limitation of the work; however, there are application domains where this limitation is not overly intrusive. In image databases, for example, the human operator will preprocess the image data for objects to store in the database.

Furthermore, the method is view-based to deal with images directly rather than using other sensing modalities of limited applicability (such as range scanners). And although the system can handle multifarious variations without system modification, these variations must be covered in the training phase; many views are required as training input for nontrivial problems. Although image retrieval issues are fundamentally object recognition issues, most object recognition systems contain a reject option. The system described in this paper does not implement such an option. For image retrieval, it is desirable to present a few top matches for the human operator to select or reject. For object recognition, the system could learn a threshold that defines an acceptable level of response from the database; such an automatic rejection option has not been investigated in the work reported here.

2 THE SELF-ORGANIZING HIERARCHICAL OPTIMAL SUBSPACE LEARNING AND INFERENCE FRAMEWORK (SHOSLIF)

The SHOSLIF uses the theories of optimal linear projection to generate a hierarchical tessellation of a space defined by the training images. This space is generated using two projections: a Karhunen-Loève projection to produce a set of Most Expressive Features (MEFs), and a subsequent discriminant analysis projection to produce a set of Most Discriminating Features (MDFs). The system builds a network that tessellates these MEF/MDF spaces to provide approximately an $O(\log n)$ complexity for recognizing objects from images.

---

1. We do not use the term feature selection here because it means to select from several predetermined feature types, such as edges or area. Also, the term feature extraction has been used for computation of selected feature type from a given image. Feature derivation, on the other hand, means automatic derivation of the actual features (e.g., eigenfeatures) to be used based on learning samples.

---
2.1 System Overview

The network that is constructed takes the properties of an abstract tree structure. An example of such a tree is shown in Fig. 1. It is this Space-Tessellation Tree that provides the key to the efficient object recognition capability of the system described in this work. As the processing moves down from the root node of the tree, the Space-Tessellation Tree recursively subdivides the training samples into smaller problems until a manageable problem size is achieved. When a test object is presented to a node, a distance measure from each of the node’s children is computed to determine the most likely child to which the test object belongs. At each level of the tree, the node that best captures the features of the test object is used as the root of the subtree for further refinement, thereby greatly reducing the search space for object model matches.

A top-level flow diagram for the processing done in each of the Space-Tessellation Tree’s processing elements during the learning phase is given in Fig. 2. In order to minimize the limitation of our work to “well-framed” images, we want to allow for some variations in the position, scale, and orientation of the objects in the training samples. This can be accomplished either through more image acquisition, but that is expensive in terms of time, storage, and cost. The images this system receives provides an attention point and scale to be used to extract a fovea image of the object of interest. Rather than extracting just a single fovea image from this attention point and scale, a family of fovea images are generated by varying the attention point and scale from the supplied points. This will allow the system to learn some measure of positional and scale variation in the training set.

Fig. 1. (a) A sample partitioning of the feature space; (b) The tree structure associated with the tessellation shown. Each cell in the partition does not need to cover a meaningful class. Each cell operates in a different feature space, and the leaf nodes give a final tessellation. This setup can approximate virtually any complex decision region, and provides a logarithmic retrieval complexity.

Fig. 2. A top-level flow of the processing performed at each node in the Space-Tessellation Tree during the training phase. A set of training samples which enter the processing element are extended to allow for learning-based generalization for position, scale, and orientation. These extended samples are vectorized and used to produce the projection matrices to the MEF and MDF subspaces. The extended samples are projected to the MDF subspace using these matrices, and a tessellation of the space covered by the node being worked on is produced. The projection matrices and the space tessellation for each node are produced in the learning phase.
2.2 Background

The SHOSLIF utilizes two derived feature sets: the Most Expressive Features (MEFs) and the Most Discriminating Features (MDFs) [31].

2.2.1 The Most Expressive Features (MEF)

Each input subimage can be treated as a high dimensional feature vector by concatenating the rows of the subimage together, using each pixel as a single feature.

We can perform Principal Component Analysis on the set of training images [7], [32], [17]. This Principal Component Analysis utilizes the eigenvectors of the sample scatter matrix associated with the largest eigenvalues. These vectors are in the direction of the major variations in the samples, and as such can be used as a basis set with which to describe the image samples. Because they capture the major variations in the training data, they can express the samples well and can approximate the samples, where the reconstruction is very close to the original.

This LPA projection, also called the Karhunen-Loève projection, has been used to represent (e.g., Kirby and Sirovich [33]) and recognize face images (e.g., Pentland et al. [7], [13]), for planning the illumination of objects for future recognition tasks (e.g., Murase and Nayar [29]), and in a lip reading system (e.g., Bregler and Omohundro [14]), among others. Since the features produced in this projection give the minimum mean-square error for approximating an image [22], [34], [35] and show good performance in image reconstruction [33], we call them the Most Expressive Features in contrast to the Most Discriminating Features described below.

2.2.2 The Most Discriminating Features (MDF)

Although the MEF projection is well-suited to object representation, the features produced are not necessarily good for discriminating among classes defined by the set of samples. The MEFs describe some major variations in the set of sample images, such as those due to lighting direction; these variations may well be irrelevant to how the classes are divided.

If a labeling scheme is available for the training images, linear discriminant analysis (LDA) [17] can be performed, as in [36]. In LDA, the between-class scatter is maximized while minimizing the within-class scatter. In other words, the samples for each class are projected to a space where each class is clustered more tightly together, and the separation between the class means is increased. The features obtained using a LDA projection optimally discriminate among the classes represented in the training set, in the sense of linear transform [37], [21]. They are the eigenvectors of $W^{-1}B$ associated with the largest eigenvalues, where $W$ and $B$ are the within-class scatter and the between-class scatter matrices, respectively. Due to their optimality in discrimination among all possible linear features, we call them the Most Discriminating Features (MDF). For a performance difference comparison between the MEF and the MDF spaces, the reader is referred to [38].

The LDA procedure breaks down, however, when the number of samples is smaller than the dimensionality of the sample vectors. This problem can be resolved using the Discriminant Karhunen-Loève projection [38], where the LDA is performed in the MEF space (i.e., the Karhunen-Loève space), where the degeneracy does not occur.

2.3 Space Tessellation

We want to exploit the strengths of the MDF feature set while trying to overcome its limitations. At the same time, we want to provide an effective and efficient method for retrieval of images from the database. To effect this, the SHOSLIF produces a hierarchical space tessellation using the hyperplanes derived by the MDFs. The feature space of all possible images is partitioned into cells of differing sizes as shown in Fig. 1. A cell at level $l$ is subdivided into smaller cells at level $l+1$. The network structure that can effect this recursive tessellation is a Space-Tessellation Tree whose nodes represent cells at the corresponding levels as shown in Fig. 1. The tree is built automatically during the learning phase; this tree is used in the recognition phase to find the model in the learned database that best approximates an unknown image in approximately $O(\log n)$ time.

2.3.1 The Hierarchy Decomposes the Problem

The tree structure is able to decompose the problem of LDA into smaller, tractable problems. At the root node of the tree, where the entire database of samples are found, the classes may not be separable using the LDA technique. But because we do not attempt to completely separate the classes at a single level, we can successfully solve the problem in stages by breaking it down into simpler pieces.

The $DKL$ projection does its best in separating classes, even for the case of many classes. When the database contains many classes, however, they may not be linearly separable. The Space-Tessellation Tree provides a mechanism for dealing with this problem. Children of a particular node decompose the difficult problem of separating many classes into several smaller problems. At each node of the tree, the set of features found in the LDA procedure are specifically tuned to the set of samples found in the node. So although the MDF space provides an optimal set of features for class selection in the sense of linear transform, this optimal set may be insufficient to separate classes. But even if a node cannot completely separate the classes, it can make a first attempt at separation, dividing the samples among its children nodes. Then at this child level, since fewer samples exist, the LDA procedure is more likely to succeed. Since this is applied recursively, eventually a successful separation of classes is achieved as shown in Fig. 5.

Fig. 3 shows an example of the difference in the complexity of the class separation problem for the root node and an internal node of the tree. A child node contains fewer samples than its parent does, and the MDF vectors can, therefore, be optimized to the smaller set of samples in the child node.

2.3.2 Hierarchical Quasi-Voronoi Tessellation

We tessellate the space covered by a node $N$ using a Hierarchical Quasi-Voronoi Tessellation, with the resulting tessellated space shown in Fig. 4b for two dimensions. The Voronoi Tessellation as shown in Fig. 4a indicates retrieval of the nearest sample point at a single level. However, the nearest neighbor is not necessarily the best sample to retrieve...
because the class variation is not taken into account. We take this class shape into account when partitioning the space. Fig. 5 shows samples of the hierarchical quasi-Voronoi tessellation using binary trees.

2.3.3 Automatic Tree Construction

Each level of the tree has an expected radius \( r(l) \) of the space it covers, where \( l \) is the level of the node and \( r(l) < 1 \) is a decreasing positive function based on the level. \( d(X, A) \) is the distance measure between node \( N \) with center vector \( A \) and a sample vector \( X \).

The expected radius (in the MDF space) is to limit the size of the cell so that nonlinear boundary of a large region can be broken into smaller segments. This will ultimately generate segments which are small enough to be approximated well by linear boundaries. The expected radius can—and is even likely—to break a class into different children, and a part of the class can have very few samples in a node.

However, this just means that the child covers a smaller part of the class (if the samples are drawn according to the actual applications). The continued recursive partition should be able to isolate the small space out for this class lower in the hierarchy. In order words, locally at one level, the features are linear and the cell boundary is linear. However, globally, the composite effect of using linear features recursively is that the effective decision boundary is nonlinear.

A node \( N \) in the tree contains a set of labeled training images. Every node which contains more than a single training image computes a projection matrix \( V \) that is used to project the samples to the MEF space as described in Section 2.2.1. If the training samples contained in \( N \) are drawn from multiple classes, as indicated by the labels associated with each training sample, then the MEF sample vectors are used to compute a projection matrix \( W \) to project the samples to the MDF space as described in Section 2.2.2. Otherwise, the training samples in \( N \) are from a single
class, and we organize them into a subtree using MEFs for efficient image retrieval.

The MEF subtree is used to find the nearest neighbor for a test probe. Once that nearest neighbor is found, that sample is projected back to the nearest ancestor node that utilizes an MDF space. This is done because the center of the nearest MDF ancestor node may not be very near the test probe in this MDF space. But it represents a class of objects that contains a vector that is near the test probe. Therefore, the MEF subtree is used to find that nearest neighbor in order to compare the test probe with nearest neighbor sample using the most specific MDF subspace.

The tree is built one level at a time. The collection of children nodes represent a tessellation of their parent; this tessellation must be established before the samples are assigned to a child node.

Suppose that we want to add training sample \( X_i \) to node \( N \) which is at level \( l \). If the feature vector for \( X_i \) is within the radius covered by one of the children of \( N \), then \( X_i \) will be added as a descendent of that child as we increase the depth of the tree. If the feature vector for \( X_i \) is outside the expected radius for all the children of \( N \), however, we would like to add \( X_i \) as a new child of \( N \) to contribute to the tessellation of the space subtended by \( N \). The algorithm is summarized in Algorithm 1.

**Algorithm 1. The Hierarchical Quasi-Voronoi Tessellation Algorithm.**

**Input:** Node \( N \) at level \( l - 1 \), list of samples \( X \) to add.

**Output:** A tessellation of \( N \) based on the new samples.

1) Compute the project matrices \( V \) and \( W \) to the MEF and MDF subspaces for this node.
2) For each sample \( X_i \):
   - Project \( X_i \) to the MEF space to get \( Y_i \).
   - Project \( Y_i \) to the MDF space to get \( Z_i \).
   - If \( d(Z_i, C_j) > r(l) \) for all \( C_j \) children of \( N \), add \( Z_i \) as the center vector for a new child of \( N \).
3) For each feature vector \( Z_i \) add \( Z_i \) to the child \( C_j \) with the nearest center vector.
4) For each child \( C_j \) of \( N \) perform the space tessellation.

This algorithm is called the **Hierarchical Quasi-Voronoi Tessellation Algorithm** because the space of each node is partitioned into a Quasi-Voronoi Tessellation in a hierarchical manner. A characterization of a sample tree built using this algorithm is shown in Table 1. The generated tree is too large to display in detail, so a characterization of the tree showing the number of nodes produced on each level is given here.

### 2.3.4 Properties of the Hierarchical Quasi-Voronoi Tessellation Algorithm

The Hierarchical Quasi-Voronoi Tessellation Algorithm has several favorable properties. Theorem 1 uses the fact that both the dimensionality of the sample vectors and the expected radius that is used to create a node \( N \)'s children are constants to assert that the maximum number of children that \( N \) can produce is bounded above by a constant \( \kappa \), irrespective of the training samples used.

Before explaining the bound on the number of levels, we must introduce a concept.

**Definition 1.** Given \( n \) samples, a **Bounded Unbalanced Tree with Unbalance Bound** \( 0 < \alpha < 1 \) (\( \alpha \) constant) is a tree such that for any node \( N \) containing \( n_1 + n_2 + \cdots + n_k \) samples, where \( N \) has \( k \) children with \( n_i \) samples assigned to node \( i \) and \( n_1 \geq n_2 \geq \cdots \geq n_k \) \( n_i \leq \alpha (n_1 + n_2 + \cdots + n_k) \).

The MEF and MDF used in the tree-building tend to produce a balanced tree as much as possible. This is the case

<table>
<thead>
<tr>
<th>Level</th>
<th>Node count</th>
<th>Level</th>
<th>Node count</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>32</td>
<td>3</td>
<td>93</td>
</tr>
<tr>
<td>4</td>
<td>256</td>
<td>5</td>
<td>471</td>
</tr>
<tr>
<td>6</td>
<td>491</td>
<td>7</td>
<td>310</td>
</tr>
<tr>
<td>8</td>
<td>113</td>
<td>9</td>
<td>25</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>Total:</td>
<td>1803</td>
</tr>
</tbody>
</table>

The table lists the number of nodes found on each level of the tree. The tree is too large to show in detail.
because the MEF and MDF attempts to partition the samples in terms of the statistics of the distribution. The above definition limits the degree of unbalancedness. If Algorithm 1 produces a Bounded-Unbalanced tree, then Lemma 1 proves that there are $O(\log n)$ levels. Note that there is no proof that the trees produced by Algorithm 1 must indeed be Bounded-Unbalanced; however, in our studies we have obtained empirical evidence to suggest that they are.

### 2.4 Image Retrieval

When an unknown image $X$ is presented to the recognition tree, the general flow shown in Fig. 7 is followed. When a node $N$ of the tree is activated, $X$ is projected to $X_Y$, a vector in the MEF subspace of node $N$. $X_Y$ is then projected to $X_Z$, a vector in the MDF subspace for node $N$. $X_Z$ is compared with each of $N$'s children. The child with the best response is selected as the path of the tree to be explored.

**THEOREM 1.** Given a fixed dimensionality $d$ for the samples and a decreasing positive expected radius function $r(l)$ based on the level of the tree, the number of children that a node $N$ at level $l - 1$ can have is bounded above by a constant $\kappa$, regardless of the training set.

**Proof.** Let $N$ be the center vector for a node and $n, n'$ be children of node $N$. Let $P(N)$ be the hypersphere centered at $N$ with radius $r_{l-1} + (r_l/2)$. Let $q(n)$ be the hypersphere centered at $n$ with radius $(r_l/2)$. Then $q(n) \cap q(n') = \emptyset$ if $n \neq n'$. Otherwise if these hyperspheres overlap, then one of $\{n, n'\}$ will be the child of the other by Algorithm 1. See Fig. 6 for a 2D example of these hyperspheres. $P(N)$ is the extended space of $N$, i.e., the space that $N$ might have to cover. $q(n)$ is the hypersphere that do not overlap with $q(n')$ for any children $n, n'$ of $N$, since $d(n, n') \geq r_l$ by Algorithm 1. Note that $P(N)$ contains all $q(n)$, for all children $n$ of $N$.

Since the volume of a $d$-dimensional hypersphere of radius $R$ is $(2^{d-1}/d) \pi R^d$, the volume of $P(N)$ is $V_p = (2^{d-1}/d) \pi (r_{l-1} + (r_l/2))^d$. Likewise, the volume of $q(n)$ is $V_q = (2^{d-1}/d) \pi (r_l/2)^d$. Since $q(n)$ and $q(n')$ do not overlap, and $P(N)$ contains all $q(n)$, then the number of $q(n)$s, which is also the number of children of $N$, is bounded above by constant

$$\kappa = \frac{V_p}{V_q} = \left[ \frac{r_{l-1} + (r_l/2)}{r_l/2} \right]^d = \left[ 1 + \frac{2r_{l-1}}{r_l} \right]^d. \quad (1)$$

**COROLLARY 1.** If $r_{l-1} = \alpha r_l$, $\alpha > 1$, then the number of children of any node is not larger than $(1 + 2\alpha)^d$.

In practice, we would like to present a number of top matches instead of only one. Moreover, a single-path search will guarantee that an exact match (i.e., when the input is the same as a sample in the database) can always be found, but it cannot guarantee that a nearest match in the subspace...
will always be found. As shown in Fig. 8, the best match for X may be found in the subtree rooted at G, but a single-path search will explore only C2 and its subtree. If the nearest neighbor lies in the subtree rooted at G, it will be missed in a single-path search.

Therefore, we define a constant k of nodes to be explored at every level of the tree. Using a constant k at every level ensures that only a band of the Space-Tessellation tree is explored, that band surrounding the nearest leaf node match of a test probe.

The retrieval algorithm is given in more detail by Algorithm 2. Theorem 2 uses the results from Theorem 1 (Fig. 6) and Lemma 1 to show that this Image Retrieval algorithm runs in $O(\log n)$ time when the tree is Bounded-Unbalanced.

2.5 SHOSLIF-O Options for Automatic Space Tessellation

The SHOSLIF-O (SHOSLIF for object recognition and image retrieval) has several options that need to be specified in order to function. These include the distance measure to be utilized for the similarity measure, the number of competing paths explored for each level of the tree, the expected radius, and the number features to utilize at every node.

2.5.1 Distance Measure

In the SHOSLIF tree, every node has its own different MEF and MDF spaces. Given an input, we must compare its match with all the competitive nodes. To handle this, a distance measure must be investigated.

**Lemma 1.** The number of levels in a Bounded Unbalanced Tree with n samples is bounded above by $\log_{(1/\alpha)n}$ where $\alpha$ is the Unbalance Bound of the tree.

**Proof.** Each node $N$ of the tree is assigned with $n_1 + n_2 + \cdots + n_k$ samples, where $n_i$ is the number of samples assigned to the $i$th child of $N$. Rank these $n_i$'s so that $n_1 \geq n_2 \geq \cdots \geq n_k$. Because the tree is a Bounded Unbalanced Tree, we know that $n_1 \leq \alpha(n_1 + n_2 + \cdots + n_k)$, and is true for all nodes $N$ of the tree.

$\alpha$ is a constant. Note that $\alpha$ may be large, i.e., 99 percent, but it is still a constant. This means that each node will not assign a huge portion of samples to a single child. An extreme example would be where child 1 receives $n - 1$ samples and child 2 receives 1 sample. Since the tree is a Bounded Unbalanced Tree, this is not allowed, and in the worst case, child 1 would receive $\alpha n$ samples and child 2 would receive $(1 - \alpha)n$ samples. This is a significant constraint.

Each deeper level of the tree will reduce the number of samples by a factor of at least $\alpha$. The $l$th level down the tree will receive $n \alpha^l$ samples. At tree height $h$, we have just a single sample by Algorithm 1. Then $n \alpha^h = 1$, and $\alpha = (1/n)$, or $(1/\alpha)^h = n$. Then the height of the tree $h = \log_{(1/\alpha)n} = (\log n/\log(1/\alpha))$. 

**Distance from Subspace.** A simple Euclidean distance in the feature space is insufficient to handle the hierarchical sets of features developed to solve the class separation problem. A test probe that comes into a node would be compared in the local MDF or MEF subspace for that node. It is entirely possible that a test probe vector that was miles away from a particular node's subspace would project into that subspace very near to the node's center vector. This would cause poor recognition results because test probes that were not at all similar to the node centers would erroneously be considered close.
Instead, we need to take into account the distance from the subspace being compared. Each node constructs a different set of subspaces based on the samples contained in that node. The Distance from Subspace (DFS) distance measure takes into account the distance from the projection space in addition to the distance of the projection to the node centers.

The DFS distance measure is given by

\[ d(X, A) = \sqrt{\|X - V V^T X\|^2 + \|V W W^T V^T X - V W W^T V^T A\|^2} \]

where \( X \) is the test probe, \( A \) is the center vector, \( V \) is the projection matrix to the MEF space, and \( W \) is the projection matrix to the MDF space. So the product \( Y = V^T X \) is the projection of the test probe \( X \) onto the MEF subspace; \( V Y = V V^T X \) represents this MEF projection in the original image space. Likewise, \( Z = W^T V^T X \) is the projection of \( X \) onto the MDF subspace, and \( V W Z = V W W^T V^T X \) represents this MDF projection back in the original image space. Note that computationally, for \( Z = W^T V^T X, A_Z = W^T V^T A \), and \( V W = M, \|M(Z - A_Z)\|^2 = \|M(Z - A_Z)\|^2 = (Z - A_Z)^T M^T M(Z - A_Z) \). Thus, only a small matrix multiplication need be performed to effect this distance measure. This \( M^T M \) matrix can be precomputed during the learning phase and stored in each node so that in the testing phase, the computational complexity of this operation is minimized.

Intuitively, what is being measured can be seen in Fig. 9. The first term under the radical indicates the distance of the original vector from the population (i.e., the subspace). The second term indicates the distance in the subspace from the center vector of a class. We neglected the component \( V V^T X - V W W^T V^T X \) since it is the component neglected by the MDFs as unrelated to classification (e.g., lighting). In other words, we do not want to find the nearest neighbor in the Euclidean image space; we want to discount components that are neglected by the linear discriminant analysis. Fig. 5 visually explains why.

**Algorithm 2. The Image Retrieval Algorithm**

**Input.** Probe \( X \), level \( l \), and a list of at most constant \( k \) nodes which were explored at level \( l \).

**Output:** A list of nodes explored at level \( l + 1 \).

1) For each node \( N_i \) in the list explored at level \( l \):
   - If \( N_i \) is not a leaf node:
     - Project \( X \) to the MDF subspace of node \( N_i \), producing \( Z \).
     - Compute \( d(C_j, Z) \) for all children \( j \) of \( N_i \) with center vectors \( C_j \).
     - Transfer at most constant \( k \) of the children of \( N_i \) to the output list such that those transferred are the \( k \) nearest neighbors of \( Z \).
   - 2) Truncate the output list to hold at most constant \( k \) nodes to explore at the next level.

**THEOREM 2.** For the \( k \)-competing path case, the number of nodes visited in a Bounded Unbalanced Tree is bounded above by \( k \alpha n \) based on the performance graph given in Fig. 9b. Based on the data shown in this graph, the performance of the system levels out at \( k = 10 \). We found that \( k = 10 \) is a good number of neighbors to explore for every level of the Bounded Unbalanced Tree.

**2.5.2 Use of Multiple Competing Paths**

As described in Section 2.4, in order to find a nearest neighbor match in the recognition tree, it may be necessary to explore more than a single path of the tree. This constant \( k \) parallel paths to explore is a parameter that the system operator must determine. For the data sets used in this work, unless stated otherwise, we chose \( k = 10 \) based on the performance graph given in Fig. 9b.
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gives good runners-up for best matches at a low computational cost.

### 2.5.3 Expected Radius

Node $N$ uses the expected radius $r(l)$ to determine when it needs to create a new child to accommodate a training sample. $r(l)$ indicates the size of the cells that we would like to achieve at level $l$. This expected radius is a decreasing positive function based on the level of the tree. For this work, we have chosen $r(l) = 1.3^{36-l}$ for node $N$ on level $l$ of the Space-Tessellation Tree. This number was chosen because at the root node of the tree, i.e., at level $l = 0$, the expected radius is 12,646.219. This radius is large enough to cover all of the samples in the data sets utilized in this work.

The value 1.3 was used as a base because it gave favorable results in the shape of the tree. A tree that is too wide and fat produces inefficiencies because many children must be explored at a high level of the tree; a tree that is too thin and tall produces inefficiencies because many projections must be done in order to find the nearest neighbor in the database.

### 3 Experimental Results

In order to verify the proper functionality of the system, we experimented with a large multifarious set of real-world objects found in natural scenes. In this section, we demonstrate the ability of the MDF space to tolerate within-class variations and to discount such imaging artifacts as lighting direction, and show how the tree structure provides the ability for view-based recognition.

The images utilized for these experiments used a standard fovea size of $88 \times 64$ pixels. So when vectorized, the dimensionality of the original input vectors were $d = 5,632$. When projected to the MEF space, utilizing 95 percent of the variance, at the root node, typically between 30 and 60 principal components were utilized. Then when projected to the MDF space, the number of discriminating vectors utilized were limited to 5 or 95 percent of the variance for the samples contained in the node, whichever was less.

### 3.1 Space Comparison

Since the analysis showed that the MDF space should perform better than the MEF space (or the image space directly), a study was performed to demonstrate this fact. Furthermore, though the hierarchy described provides efficiency to both the learning and retrieval phases, the recognition performance may suffer somewhat from not examining all possibilities in the database. Therefore, a study was also performed to examine the performance difference between using a “flat” database, in which all images in the database are examined for possible matches, and the described hierarchical database. Finally, the recognition performance will be dependent on whether a single MDF projection is used, performing the space tessellation in this single space; or if a new MDF projection is performed at each node of the tree. A study examining the performance between these two modes was also done.

The training images come from a set of real-world objects in natural settings. At least two training images from each of 38 object classes were provided for a total of 108 training images; a disjoint set of test images were used in all of the tests. For each of the tests performed, the identical set of training images and test images were used.

For those tests where subspaces are used, the Distance From Subspace (DFS) distance metric was used, and 15 nodes were explored at each level when using the tree structure.

#### 3.1.1 Effects of the Feature Spaces and the Tree Hierarchy

The results of the studies are summarized in Table 2.

As expected, the data in Table 2 shows the MEF subspace tracing the same sorts of responses that the original image space produces. This is expected because the MEF subspace is a good representation of the original image space, and can, therefore, be used as a compact means for storing images.

The data also shows, however, that the MDF subspace can outperform the MEF subspace. This is also expected, since the MDF subspace utilizes more information supplied by the user in the form of the image labels. The MDF performance for a flat database shows the same results as the MEF performance. This could be due to the fact that there was not enough within-class variation in the training samples that were needed to catch the variation present in each class. But it may be more likely that the classes in a flat database were not linearly separable. This is supported by the data, because when a single projection is done and a space tessellation tree produced based on that single projection, the rate drops off a little; when multiple projections are done throughout the tree, the rate improves significantly. The data lends credence to this claim that the multiple projections in the tree do indeed reduce the problem to a smaller, more manageable size, and can, therefore, successfully separate the classes more easily as the processing moves down the tree. The MDF subspaces generated at the various nodes of the tree are adaptive in that they optimally separate the classes for the samples contained in the node.
in the sense of linear transform. As the processing moves along the nodes of the tree, a different set of features tuned specifically for those samples contained in the node are utilized for subclass selection.

3.2 Face Database

In order to compare with the results of others in the community utilizing eigenfeature methods, a test was performed on a database comprised of only faces.

The face database was organized by individual; each individual had a pool of images from which to draw training and test data sets. Each individual had at least two images for training with a change of expression. The images of 38 individuals (182 images) came from the Michigan State University Pattern Recognition and Image Processing laboratory. Images of individuals in this set were taken under uncontrolled conditions, over several days, and under different lighting conditions. Classes of 303 (654 images) came from the FERET database. All of these classes had at least two images of an individual taken under controlled lighting, with a change of expression. Twenty-four of these classes had additional images of the subjects on a different day with very poor contrast. Sixteen classes (144 images) came from the MIT Media lab under identical lighting conditions (ambient laboratory light). Twenty-nine classes (174 images) came from the Weizmann Institute, and are images with three very controlled lighting conditions for each of two different expressions.

In this experiment, when an image that was used for training was also used as a test probe, such as is done with Photobook [39], [13], [40] (i.e., resubstitution method), the SHOSLIF always retrieved the correct image as its first choice 100 percent of the time. The second image retrieved on a database of 1,042 face images was a correct match for 98 percent of the test probes using the resubstitution method, which is comparable to the Photobook [40] response rate on a different data set. Table 3 shows a summary of the results obtained both by resubstituting the training samples as test probes and by using a disjoint set of images for testing.

3.3 Combination Database: Faces and Other Objects

We have trained the system on a wide range of scenes, in order to demonstrate the utility of the hierarchical methodology.

A small sample of images from the classes learned is given in Fig. 10. Most classes in the database were represented by two images, and 19 percent of the classes had three or more images, up to 12 for some objects (e.g., fire hydrant). Each image consisted of a well-framed object of interest. The different images from each class were taken either in a different setting or from a different angle; where possible a change in the lighting arrangement was used to provide variation in the training images.

<table>
<thead>
<tr>
<th>TABLE 3</th>
<th>SUMMARY OF EXPERIMENT ON A FACE DATABASE OF 1,042 IMAGES (384 INDIVIDUALS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of training images</td>
<td>1042 of 384 individuals</td>
</tr>
<tr>
<td>Number of nodes in generated tree</td>
<td>1761</td>
</tr>
<tr>
<td>Number of nodes expanded at each level</td>
<td>10</td>
</tr>
<tr>
<td>Average number of nodes explored per probe</td>
<td>102</td>
</tr>
<tr>
<td>Re-substitution:</td>
<td></td>
</tr>
<tr>
<td>Correct retrieval is top choice</td>
<td>100.0%</td>
</tr>
<tr>
<td>Correct retrieval is second choice</td>
<td>98%</td>
</tr>
<tr>
<td>Disjoint test set:</td>
<td></td>
</tr>
<tr>
<td>Number of test images</td>
<td>246 of 246 individuals</td>
</tr>
<tr>
<td>Correct retrieval is top choice</td>
<td>95.5%</td>
</tr>
<tr>
<td>Correct retrieval is in top 10</td>
<td>97.6%</td>
</tr>
</tbody>
</table>

For resubstitution each training image was given as a test probe. For the disjoint test set, a list of 246 images not found in the training set was used for testing.

<table>
<thead>
<tr>
<th>TABLE 4</th>
<th>SUMMARY OF LARGE NATURAL SCENE EXPERIMENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of training images</td>
<td>1316 from 526 classes</td>
</tr>
<tr>
<td>Number of test images</td>
<td>298 from 298 classes</td>
</tr>
<tr>
<td>Number of nodes in generated tree</td>
<td>2388</td>
</tr>
<tr>
<td>Number of nodes expanded at each level</td>
<td>10</td>
</tr>
<tr>
<td>Average number of nodes explored per probe</td>
<td>41.6</td>
</tr>
<tr>
<td>Correct retrieval is top choice</td>
<td>95.0%</td>
</tr>
<tr>
<td>Correct retrieval is in top 10</td>
<td>99.0%</td>
</tr>
</tbody>
</table>

The training images were drawn at random from the pool of available images, with the remaining images serving as a disjoint set of test images.

Fig. 10. Representative images from the different classes.
Following training, the system was tested using a test set completely disjoint from the training set of images. A summary of the results are shown in Table 4.

The instances where the retrieval failed were due in large part to significant differences in object shape and three-dimensional (3D) rotation.

3.4 Handling 2D Variation

In order to alleviate some of our reliance on well-framed images, we want to train the system on a set of images which contains some variations in the position, scale, and orientation of the objects of interest. This can be accomplished by greatly increased image acquisition for points surrounding the fixation point and scale provided. The increase in image acquisition is expensive in terms of time and storage space, however, and could instead be accomplished by extending the training set for a grid of points surrounding the extracted fovea image in terms of the position, scale, and 2D orientation foveation parameters. Each fovea image comes from some attention mechanism that specifies a fixation point and a scale. This fixation point can be overlaid with a grid in both the position and the scale parameters, and a new fovea image extracted from the original image at each of these grid points. Thus more variation due to size and position can be handled by extracting a set of fovea images to add to the Space-Tessellation tree for each grid point surrounding the attention point and scale instead of just extracting a single image.

Fig. 11 demonstrates the variability that the system can handle by extending the training set in this manner. When the training set is thus extended, the Space-Tessellation tree grows in size, but not by the factor of the increased number of samples. If we assume that the search tree provides \(O(\log s)\) levels for \(s\) training samples, then the tree has \(k\log s\) levels for some constant \(k\). Now if the number of training samples is expanded by \(P\) to handle the positional variation, and by \(S\) to handle the scale variation, then we have a total of \(P\times S\times s\) samples to put into a tree. Then there will be \(k\log (P\times S\times s) = k\log P + k\log S + k\log s\) levels in the Space-Tessellation Tree, for constant \(k\), which is still \(O(\log s)\) levels in the tree. Typical values for \(P\) will be \(P = 9\) or \(25\) for a \(3 \times 3\) or a \(5 \times 5\) grid surrounding the attention point, respectively; \(S\) will typically be \(S = 3\) or \(5\) to deal with the various scales. We have tested this approach to handling positional and scale variation on two different data sets.

3.4.1 Handling Scale

The first data set is the full combination data set described in Section 3.3 with more than 1,300 original training images. We ran the experiment using \(P = 1\) (i.e., on the attention mechanism’s attention point alone) and \(S = 3\) (i.e., 3 grid points surrounding the attention mechanism’s scale). For training, we set the scale span to be 30 percent of the fovea size. That is, each grid point represented a 15 percent change in the fovea size, one training image at a 15 percent smaller scale than the attention mechanism dictated, one at the attention mechanism’s specified scale, and one at 15 percent larger than the attention mechanism’s specified scale. For testing purposes, we took the disjoint test set described in 3.3 and generated a set of test images from this set with a random scale change in the range of \([-20, +20]\) percent of the fovea size. The characterization and results of this test is shown in Table 5. The table shows the difference between the performance when the scaling was built into the training phase and when it was not. As can be seen from the data, for

<table>
<thead>
<tr>
<th>TABLE 5</th>
<th>SUMMARY OF THE SCALE GENERALIZATION EXPERIMENT ON THE LARGE COMBINATION FACE AND OTHER OBJECT DATA SET</th>
</tr>
</thead>
<tbody>
<tr>
<td>Num of training images</td>
<td>1316 (expanded to 3948)</td>
</tr>
<tr>
<td>Position</td>
<td>0% of fovea size</td>
</tr>
<tr>
<td>Scale</td>
<td>15% of fovea size</td>
</tr>
<tr>
<td>(P)</td>
<td>1</td>
</tr>
<tr>
<td>(S)</td>
<td>3 (3 grid points)</td>
</tr>
<tr>
<td>Num image probes</td>
<td>461</td>
</tr>
<tr>
<td>Num nodes generated</td>
<td>6324</td>
</tr>
<tr>
<td>Num competing paths</td>
<td>15</td>
</tr>
<tr>
<td>No scaling in training</td>
<td>Top choice correct 47.9%</td>
</tr>
<tr>
<td>Top choice correct</td>
<td>64.6%</td>
</tr>
<tr>
<td>In top 15</td>
<td>15% scaling in training</td>
</tr>
<tr>
<td>Top choice correct</td>
<td>93.3%</td>
</tr>
<tr>
<td>In top 15</td>
<td>98.7%</td>
</tr>
</tbody>
</table>

A disjoint test set was used for testing the retrieval capability; each test probe was randomly scaled in the range of \([-20, +20]\) percent of the fovea size to test the ability of the system to generalize over various scales.
the test probes, either the attention supplier must correspond to the scaling done in the training phase, or the training set must be expanded to include those images in the range of scales that need to be properly retrieved. Fig. 12 shows an example test probe and the images retrieved when scaling was enabled for the training phase.

3.4.2 Handling Scale and Position
Utilizing the system on the large combination data set shows the ability of the system both to operate on large image database sizes and to handle a specified variation in the scale of the extracted area of interest for an attention point and scale. To show the positional extension of the training data, a smaller original training set was used. For the second experiment in the demonstration of the system to handle 2D parameter changes, the data set described in Section 3.1 was used. Table 6 shows the data pursuant to this experiment.

3.4.3 Handling Different 3D Views
We want to determine whether the system can handle variation in 3D orientation. For this experiment, we used the Weizmann Institute face database. This database was well-suited to test the handling of 3D rotation because for each of 29 individuals, five camera viewpoints were available under identical lighting conditions. A sample of the available images is shown in Fig. 13.

When the training set contains a representative set of views of the objects under consideration, the system is able to successfully find objects from a novel view, as shown in Fig. 14. The image pool for a particular individual were images taken from five viewpoints under identical lighting and expression conditions. A total of four views from each individual were used for training, the remaining view left out to form a disjoint test set.

We used a disjoint test set for determining the accuracy of the learning-based view generalization. The results of this experiment are summarized in Table 7. Though Table 7 shows favorable results, 100 percent accuracy was not achieved. The failures occurred where the test probe viewing angle did not fall between two training sample viewing angles, as shown in Fig. 15.

3.4.4 Timing
The hierarchical organization of the database inherent in the SHOSLIF-O paradigm provides the means for efficient retrieval of images from the database. The tree structure provides $O(\log n)$ access time for $n$ samples in the database. For example, on a database of 1,317 images, the system was built using both the tree mode and a nontree mode. In a

<table>
<thead>
<tr>
<th>TABLE 6</th>
<th>SUMMARY OF THE LEARNING-BASED PARAMETER GENERALIZATION EXPERIMENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of training images</td>
<td>86 (expanded to 2322)</td>
</tr>
<tr>
<td>Positional enhancement</td>
<td>20% of fovea size</td>
</tr>
<tr>
<td>Scale enhancement</td>
<td>20% of fovea size</td>
</tr>
<tr>
<td>$P$</td>
<td>9 (3 x 3 grid)</td>
</tr>
<tr>
<td>$S$</td>
<td>3 (3 grid points)</td>
</tr>
<tr>
<td>Number of image probes</td>
<td>29</td>
</tr>
<tr>
<td>Number of nodes in generated tree</td>
<td>4634</td>
</tr>
<tr>
<td>Number of nodes expanded at each level</td>
<td>$\leq$ 10</td>
</tr>
<tr>
<td>Top choice correct</td>
<td>93.1%</td>
</tr>
<tr>
<td>In top 10</td>
<td>96.6%</td>
</tr>
</tbody>
</table>

A disjoint test set was used for testing the retrieval capability.
In the non-tree mode, every test probe required 1,317 comparisons; in the tree mode with 15 competing paths, only 101 comparisons were required on average per test probe, showing an order of magnitude improvement.

Table 8 is the result quoted from Weng and Chen [41], which shows how the tree structure speeded up the retrieval process. The test was done on a Sun SPARC-20 for indoor autonomous navigation where each tree leaf node is associated with a navigation control signal (heading direction and speed) instead of class label. A total of 2,850 training images were used in the learning phase. Three schemes are compared in the table. The flat image space scheme uses a linear search for the nearest neighbor in the original image space (each pixel is a dimension). The flat MEF space scheme uses a linear search for the nearest neighbor in the MEF subspace and the projection time for the input image is included. The SHOSLIF tree scheme is a real-time version using a binary tree of the SHOSLIF [41]. The speed-up of the tree is more drastic when \( n \) is larger.

Table 2 has shown that both the tree structure and the different subspaces for different nodes have improved the recognition rate. When a flat database was used for the data set described in Table 4, the retrieval rate fell from 95 percent to 88.9 percent for the top choice, and from 99 percent to 96.2 percent for the top 10 choices. Therefore, compared to a single space (i.e., the image space or a single MEF subspace using PCA which approximates the image space), our experiments have shown that the SHOSLIF method is not only faster but also that it produces better results.

### 4 Conclusions and Discussion

We have developed an object recognition system that performs automatic feature derivation and extraction, utilizes a hierarchical database organization to provide efficient retrieval of images. The system generalizes an image training set to handle size and position variations, and handles a wide variety of objects from natural scenes.

How do we categorize images? Of course, it depends very much on the application. Categories are objects that seem to belong together [42]. A class is different from a category in that it can specify any attributes (e.g., objects that weigh an even number of grams). Cognitive studies have indicated that humans often categorize objects into a taxonomy—a
hierarchy in which successive levels refer to increasingly more specific objects. There is an intermediate level which is more likely to be used to encode experience that superordinate or subordinate levels. For example, people use *apple* to refer to an experience rather than *fruit* or *McIntosh apple* [43].

The method presented here could be used to organize images based on an intermediate level of category that the users prefer to utilize. Retrieval with other superordinate or subordinate categories as well as other classifications schemes may be realized using pointers from symbolic attribute tables to the corresponding leaves of the SHOSLIF tree [44].

The automatic hierarchical discriminant analysis method used in this work recursively decomposes a huge, high-dimensional nonlinear problem into smaller, simpler, tractable problems. The hierarchical Quasi-Voronoi Tessellation provides a means for dividing the space into smaller pieces for further analysis. This allows the DKL projection to produce better local features for more efficient and tractable subclass separation. The Space-Tessellation Tree introduced in this work provides a time complexity of $O(\log n)$ for a search for the best match in a model database of $n$ objects. This low complexity opens the door towards learning a huge database of objects.

The system described has several inherent strengths and limitations, which are summarized in Fig. 16. Although the system might be extended to other sensing modalities, the current system is view-based: in order to retrieve a correct image from an image database, the SHOSLIF requires that the system has been trained on an image taken at a very similar viewpoint (i.e., within a few degrees), as is demonstrated by Fig. 15. Object recognition systems typically have a reject option to indicate that an object was not retrieved from the database. The SHOSLIF-O could learn a reject distance threshold value to provide this functionality. In this work, however, all of the top $k$ candidates were provided to the user.

<table>
<thead>
<tr>
<th>Strengths</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>The generality of the representation obtainable by deriving features directly from intensity image pixel values. The only imposed representation is the digital image.</td>
<td>The exclusion of specific domain knowledge in the system design and implementation phases, since such knowledge is difficult to effectively apply to complex problems.</td>
</tr>
<tr>
<td>The capability of the system to handle multifarious variations without system modification.</td>
<td>Variations must be covered in the training samples.</td>
</tr>
<tr>
<td>The method is view-based to deal with images directly rather than using other sensing modalities of limited applicability (such as range scanners).</td>
<td>The system requires many views as training input for nontrivial problems.</td>
</tr>
<tr>
<td>The generality of real-world problems that can be handled by the system.</td>
<td>The system requires well-framed images, or requires a search scheme.</td>
</tr>
<tr>
<td>The logarithmic complexity and the class-separation problem decomposition made possible by the tree structure.</td>
<td>Occlusion has not been investigated, but will not be handled well without additional attention mechanisms.</td>
</tr>
<tr>
<td>Labeled and unlabeled samples (i.e., supervised and unsupervised learning) can be incorporated into the same tree.</td>
<td>The system does not cover high-level reasoning at the current stage.</td>
</tr>
</tbody>
</table>

Fig. 16. Major strengths and limitations of the described system.
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